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General concepts



Definition

* Creating a virtual version [ instance (software based) of a
traditionally physical entity
* Compute
* Storage
* Network

* Application

* Important component of cloud computing



Advantages of virtualization

Efficient use of resources - cost reduction

Easier administration

Agility, flexibility, speed

High availability and disaster recovery

Reducing downtime

Increased productivity

Flexible charging, in accordance with the actual usage



Virtualization types

* Desktop * Data center
* Network * CPU

* Storage * GPU

* Data * OS

Application * Cloud



Containers

* Lighter-weight, more agile

virtualization

* Packages everything needed to run a

small piece of software

* Improved portability




Virtualization vs. containerization

What is being virtualized?

What is the result?

What is included in the result?

Application architecture

physical hardware

virtual machine

virtual copy of the hardware
guest OS
application

associated libraries and dependencies

monolithic

OS

container

(smaller, faster, portable)

application

libraries and dependencies

microservices
(more granular deployment

and scalability)




The hypervizor

* Placed between physical HW and Guest OS, it coordinates and runs

virtual machines (guest) using physical machine (host) resources

i i
Hardware Hyperwsor \ Hardware Hyperwsor

TYPE 1 native (bare metal) TYPE 2 (hosted)
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VMware vSphere



VMware ESXI

* Type 1 (,bare metal”) hypervisor

* replaces the underlying OS altogether

* Alternatives

* Microsoft Hyper-V
e Citrix XenServer

* KVM



VMware Workstation

* Type 2 hypervisor

* runs as an application on the desktop OS

* Alternatives

* QOracleVirtualBox



Virtual machines

* Virtual environments that simulate in APP APP APP APP
0S 0S 0S 0S

software-based  form  a physical [ERY IRV RV VY V!

* Function just like physical machines

ESXi Host

* Have an operating system and software

applications

* Independent of each other Memory  Disk  Network



Physical resources sharing

e Each VM shares the resources of

one physical computer ~0os Bl os MW 0S

VM1l VM2 VM3
* Physical resources are sliced and it t ST IIEE SR TIIEE J= ST

Resources

allocated to VMs

e CPU vSphere
. Memory ESXi Host
e Disk

e Network




Storage

 Datastores

* logical storage containers

* uniform model for storing virtual

machine files

. Types vSphere
ESXi Host #1
* VMFS \
e NFS N
* vSAN
* vSphere Virtual Volumes Shared storage

VMFS / NFS / vSAN / wWols




Storage — Datastores

* Protocols
e DaS Datastore NFS vS.phere
type Virtual

Volumes

+ FC

Transport Direct FC FCoE iISCSI Ethernet Direct FC/
N @] = Attached Attached  Ethernet
* 15C3I Backing File vSAN Storage

System Cluster Container

* NAS




Storage — provisioning models

Thick Provisioning

* Thick Provision Lazy-Zeroed

Disk1: Eager zeroed Thick  Disk2: Lazy zeroed Thick

* Thick Provision Eager-Zeroed

30 GB allocated

7 A=r 30 GB allocated
~ Thln PrOV|S|0n 10 GB used

Thin Provisioning

60GB Datastore

* Impact

Free space

* virtual disk layout
10GB Disk4

* zeroing allocated file blocks S 1068 Disk3

30 GB allocated

10 GB used



Storage — vSAN

* Hypervisor-converged, software
VM VM VM VM VM

defined storage for virtual

-
environments

o
— ! —n —

* Physical support il

SSD

* hybrid storage

e all-flash storage g

Virtual SAN Datastore




Network —Virtual switches

* Enable VMs to communicate with other

Virtual Architecture

machines
* on same host

* on different host (external)
AVAAY NS M Virtual Switch

* SR-IOV passthrough

S, X64 Architecture

e DirectPath I/O




Network — standard switch

* Connection types
* Virtual machine port groups
* VMkernel ports

* Uplink ports

Virtual Machine Port Groups VMkernel Ports

Production TestDev vSphere Management
vMotion

Uplink Ports

Source: VMware vSphere 6.7 Install, Configure, Manage



Network — distributed switch

Management Port Management Port

BE" A
vSphere vMotion vSphere vMotion
h N ~ Port h h Port

Distributed Switch
(Control Plane)

Distributed Ports
and Port Groups

Uplink
Port Group

Hidden Virtual
Switches
(I/O Plane) Virtual

Phy§ical NICs Physical
(Uplinks)

Source: VMware vSphere 6.7 Install, Configure, Manage



Network — deployment example

* Connectivity
* Traffic type
* Multipathing

* [solation

VM

02 036

v‘l%: WNIC  WNIC  WNIC

VMkernel \

$

Production VLAN 102
IP Storage VLAN 103
Management VLAN 104

Source: VMware vSphere 6.7 Install, Configure, Manage



Network — switches comparison

Feature Standard Switch Distributed Switch

. . L 2 switch
* Virtual switches o s:;:maﬂm
* standard s21Qteggne 4 4

NIC teaming
° d IStri buted Outbound traffic shaping
Inbound traffic shaping
Wnewokpotbock 4
RN 7
Load-based teaming

Data center-level management !l

vSphere vMotion migration over a network

J
<
v
v
v
v
+
J
v
o

Per-port policy settings
Port state monitoring

MetFlow

L SR NESNE LN

Port mirroring

Source: VMware vSphere 6.7 Install, Configure, Manage



Network — switch policies

* Available network policies:
* Security
* Traffic shaping

* NIC teaming and failover

* Policies definitions:

 Switch level (default policies for all the ports on the switch)

* Port group level (effective policies, overriding default policies set at the switch

level)



Network Load-Balancing (1/3)

* Originating Virtual Port ID

* traffic mapped to specific pNIC,
determined by the ID of the

virtual port to which this VM is

»

connected wal - 4 |
Physical - Q]

Virtual NICs Physical NICs

Source: VMware vSphere 6.7 Install, Configure, Manage



Network Load-Balancing (2/3)

e Source MAC Hash

* traffic mapped to specific pNIC,
based on the virtual NIC's MAC

address

Source: VMware vSphere 6.7 Install, Configure, Manage



Network Load-Balancing (3/3)

* Source and Destination IP Hash

*a pNIC is selected for each

outbound packet, based on its

|
source and destination IP =7 % 'I.I

addresses i’ Physical

Virtual NICs Ptiysical NICs

Source: VMware vSphere 6.7 Install, Configure, Manage



Backup and snapshots

* Backup
* VM-level
* Snapshot [ e ] e

e VM state in time

* snaphots are not backups

Source: https://petri.com/vmware-data-recovery-backup-and-restore



Virtual Machine Snapshots

* Snaphot data

* settings
Base disk (10GB) You are here
 disk
Snapshot #1 delta (2GB)
° memory
Snapshot 2 delta (3GB)
* Tree-like

Snapshot #3 delta (1GB)

Snapshot 4 delta (1GB)




Resource management

* Shares
* Limits
* Reservations =y

Resource Resource
pool 1 pool 2

1600 shares 3200 shares
VM1 VM2 VMS
2000 shares 2000 shares 2000 shares

Source: https://www.ntpro.nl/blog/archives/3283-DRS-Cluster-Management-with-Reservation-and-Shares.html




vSphere HA

* Restarts VMs on host failure
* Host selection (DRS)

 Datastore heartbeat

VMware vSphere HA Cluster

Source: https://[masteringvmware.com/what-is-vmware-vsphere-ha/



DRS

* Workload balancing between different esxi hypervisors

Initial placement and migrations

* VM [ host centric

e Metrics include: VM VM VM VM | VM BTN VM | VM VM| VM
« CPU l\] o Resource Pool ‘4.{_!“ Ry,
« RAM
* Network

Automation options

Physical Servers

Source: https://cheatsheet.dennyzhang.com/cheatsheet-virtualization-as



Affinity and anti-affinity rules

* Affinity [ anti-affinity

* VM [ Host DRS group

VM <> Host Affinity

° VM_Host /VM_VM . @ (Licensing, Performance)

(Application Isolation) @@ ﬂ @ D

* Preferential / Required

VM<>VM Anti-Affinity
(High Availability,
Performance)

Source: http://www.joshodgers.com/tag/anti-affinity/



Fault Tolerance

* Lossless recovery from outages

¢ D ata No Reboot

Transparent Failover

* Transactions

e Connections

Operating Server Failed Server Operating Server

Source: https://www.climb.co.jp/blog_vmware/vmware-4419



Memory management

* Memory reclamation

virtual machine

virtual memory II. applications I.
‘v

 Baloon driver

* Guest OS swapping
ypenisorsuapping - |SERAECE | W
° ervisor swappin operating system
YP PPINg
———

R =

Source: http://www.vfrank.org/2013/09/18/understanding-vmware-ballooning/




Migrating Virtual Machines

Migration Type

Suspended

vSphere vMotion

vSphere Storage
vMotion

Shared-nothing
vSphere vMotion

Virtual
Machine
Power State

Suspended

On

On

Change Host  Across vCenter Shared
or Server Storage
Datastore? Instances? Required?

Host or
datastore

or both

Host or
datastore
or both

Host

Datastore

CPU Compatibility

Different CPU families
allowed

Must meet CPU
compatibility
requirements
Must meet CPU

compatibility
requirements

N/A

Must meet CPU
compatibility
requirements




VMware NSX



VMware NSX

* Network

VXLAN 5001

VXLAN Fabric

- - - |V||| R R AR R R R R R AR R R AR R RN AR RRRRARRRRRRARRRA Y llll!'lll'll'lllll!'llllll R AR R R R R AR RRRRRRARRR Y Rack10
' il = LS L R k 1 ' R LI —_— !
virtualization B e N == = VAN 2010

vSphere Distributed Switch + VLAN 2000 | vSphere Distributed Switch

* Switching

* Routing

* Load balancing | P s DAY -

vWire 5000 Portgroup

B vWire 5001 Portgroup

) FI rewa | I N o I  vWire 5002 Portgroup

Source: https://blogs.vmware.com/vsphere/2013/01/useful-vxlan-commands-in-esxcli-5-1.html



VXLAN encapsulation

* Encapsulation protocol; extends L2 over L3 by using MAC-in-UDP

encapsulation

€&——— VXLAN Encapsulated Frame
€ Original Ethernet Frame =———>

IP P Headou'iOuhf Outer

Header| Proto | Check | Source| Dest
Data | -col 8um|IP P

%: sm m WOI Ether Hash of original L2/L3/L.4 headers
MAC | maC | Type | s021a | TYPe

*VTEPs — VXLAN Tunnel EndPoints

Source: https://virtuallyahead.wordpress.com/2018/o5/27/configure-vxlan-for-nsx/



VXLAN packet flow

* I[nitial state

~> VTEPIP

10.20.10.10 10.20.10.11

B
=1 —

Host 1

O L2/L3 network O
infra

Source: https://blogs.vmware.com/vsphere/2013/o5/vxlan-series-how-vtep-learns-and-creates-forwarding-table-part-5.html




VXLAN encapsulation

* ARP request l[lj_\j
@

DA: Broadcast VM

SA: MAC1

vSphere Distributed Switch
VTEP IP</ > > VTEPIP

10.20.10.10 10.20.10.11

“ VXLAN 5001

L2/L3 network

ISA: 10.20.10.10

Source: https://blogs.vmware.com/vsphere/2013/o5/vxlan-series-how-vtep-learns-and-creates-forwarding-table-part-5.html



VXLAN encapsulation
* ARP reply » ;D:

DA: MAC1
SA: MAC2

VXLAN 5001

, VTEP IP
10.20.10.10 10.20.10.11

MAC1 10.20.10.10  VTEP1
Host 2

DA: VTEP1 DA: MAC1
SA: VTEP2 SA: MAC2

DA: 10.20.10.10
SA: 10.20.10.11

Source: https://blogs.vmware.com/vsphere/2013/o5/vxlan-series-how-vtep-learns-and-creates-forwarding-table-part-5.html



VXLAN encapsulation

* Packet delivery \

SA: MAC2 e MAC1
VXLAN 5001

vSphere Distributed Switch
VTEP IP </ VTEP IP

10.20.10.10 10.20.10.11

MAC2  10.20.10.11 VTEP2 5001

L2/L3 network

SA: 10.20.10.11

Source: https://blogs.vmware.com/vsphere/2013/o5/vxlan-series-how-vtep-learns-and-creates-forwarding-table-part-5.html



DR Replication

Primary (protected) site

* Intercept  source T

Router

Se=my
- , . Replication
W r I t e = S ' Replication
Appliance
RMgt

Replication
Management

Replication
Management

* Replicate 1/O-s to

machines '

D R S ite Duplicated

writes
1fo

Filter

VMware / Hyper-\V/
Hypervizor

e Store [/O-s to
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Physical machine
7

Replicated - Replicated
virtual disk :—):\’ :@ virtual disk
Linux  Sse— S—  Windows

Virtual
disk
S—" Windows

journalised log

\
1
|
1
1
|
!

Storage y




